
Gene prioritization aims to identify the most promising 
genes (or proteins) among a larger pool of candidates 
through integrative computational analysis of public and 
private genomic data. Its goal is to maximize the yield 
and biological relevance of further downstream screens, 
validation experiments or functional studies by focusing 
on the most promising candidates. Bioinformatics tech-
niques for prioritization are useful at several stages of any 
gene-hunting process. These bioinformatics tools were 
initially developed to help to identify the disease-causing 
gene within a multigene locus that has been identified by a 
positional genetic study, as they allowed focusing the rese-
quencing of case and control samples on a few of the most 
likely candidate genes1–3. For instance, a linkage analysis 
on patients with anauxetic dysplasia identified a locus on 
9p13–p21 (REF. 4). Prioritization of the 77 genes from this 
locus using GeneSeeker5 pinpointed RNA component 
of mitochondrial RNA-processing endoribonuclease 
(RMRP) as a promising candidate, for which mutation 
in disease cases was then confirmed by sequencing4. 
Homozygosity mapping followed by mutation screening of 
the most promising candidates6–9 is another typical sce-
nario for gene prioritization. For instance, GeneDistiller10 
was used to prioritize 74 genes from a 2 Mb region on 
chromosome 17 that is associated with cardiac arryth-
mias, and a mutation in the top-ranking gene PTRF (also 
known as CAVIN) was found7. Similarly, Gentreprid11 
was used to prioritize the 200 genes from a 10 Mb locus 
on chromosome 17 that is associated with spondylocos-
tal dysostosis; a disease-specific variant within hairy and 
enhancer of split 7 (HES7) was then identified through 

sequencing6. Even in such simple scenarios, the task 
of identifying which genes from a given locus poten-
tially underlie a monogenic disease would be laborious 
without the automation provided by gene prioritization 
tools. Manually reviewing the literature and perusing 
public databases of functional annotation (such as Gene 
Ontology12 and the Kyoto Encyclopedia of Genes and 
Genomes (KEGG)13), sequence data (such as Ensembl14 
or the UCSC Genome Browser15) or expression data (such 
as ArrayExpress16 or Gene Expression Omnibus17) is a 
daunting task. Furthermore, prioritization methods have 
since proved to be applicable in many other situations, 
such as in more complex genetic studies of contiguous 
gene syndromes, genetic modifiers, acquired somatic 
mutations at multiple loci or genome-wide association 
studies (GWASs)18–21. For instance, using G2D22 identi-
fied 10 potential candidate genes for asthma, and a sub-
sequent association study of 91 SNPs in these genes found 
a variant in protein tyrosine phosphatase, receptor type E  
(PTPRE) that is associated with early-onset asthma23.

Beyond positional disease gene identification, gene 
prioritization can be used to identify promising candidates 
from many studies that generate gene lists, such as differ-
entially expressed genes from microarray or proteomics 
experiments or hits from RNAi screens or proteomics pull- 
down experiments. This broadening of applications 
is beginning to be reflected in the tools themselves: 
although the tools have a historical bias towards prior-
itization of human disease genes, methods are emerging 
that are tailored towards other applications, such as to  
select genes for a genetic screen in a model organism24.
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Homozygosity mapping
A form of recombination 
mapping that allows the 
localization of rare recessive 
traits by identifying unusually 
long stretches of homozygosity 
at consecutive markers.

Computational tools for prioritizing 
candidate genes: boosting disease 
gene discovery
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Abstract | At different stages of any research project, molecular biologists need to choose 
— often somewhat arbitrarily, even after careful statistical data analysis — which genes or 
proteins to investigate further experimentally and which to leave out because of limited 
resources. Computational methods that integrate complex, heterogeneous data sets — 
such as expression data, sequence information, functional annotation and the biomedical 
literature — allow prioritizing genes for future study in a more informed way. Such 
methods can substantially increase the yield of downstream studies and are becoming 
invaluable to researchers.
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Guilt by association
A statistical rule of thumb that 
asserts that reliable predictions 
about the function or disease 
involvement (‘guilt’) of a gene 
or protein can generally be 
made if several of its partners 
(for example, genes with 
correlated expression profiles 
or protein–protein interaction 
partners) share a corresponding 
‘guilty’ status (‘association’).

Gene prioritization methods (BOX 1) typically involve 
two inputs: a list of candidate genes for prioritization and 
the criteria for prioritization, such as for the involvement 
in a particular disease or cellular process. These prior-
itization criteria are typically in the form of biological 
keywords or a set of ‘seed’ genes (also known as training 
genes) that are already linked to that disease or process. 
The methods are based on the well-established concept 
of guilt by association25,26, (see REF. 27 for a review on the 
use of guilt by association in the context of disease gene 

discovery). They query databases that contain webs of sim-
ple relations between genes or proteins (such as protein– 
protein interaction (PPI) data28) to discover unexplored 
relations between those entities. Thus, genes can be pri-
oritized on the basis of putative links to other genes that 
have more established roles in the disease or process of 
interest. For example, a gene could be prioritized for a 
role in a disease if PPI data show that its protein product 
is found in a multiprotein complex with other proteins in 
which some mutations are known to cause the disease or 

Box 1 | Gene prioritization workflow

The first step in gene prioritization consists of building the list of candidate genes to prioritize. Typical lists come from 
linkage regions, chromosomal aberrations, association study loci, differentially expressed gene lists or genes identified by 
sequencing variants. Alternatively, the complete genome can be prioritized, but substantially more false positives would 
then be expected. Step two consists of collecting prior knowledge about the disease, in the form of seed genes  
(known disease genes) or disease-relevant keywords, through knowledge bases or text-mining tools that collect data 
about diseases or biological processes. For seed genes, it is essential to review each gene across such databases or to  
use expert knowledge to make sure that it is truly relevant. Also, if the set contains too few genes, the pattern will be 
insufficiently informative, whereas if the set is too large, the pattern will often be molecularly too heterogeneous to  
be useful. In our experience, good sets of seed genes contain between 5 and 30 genes. Step three consists of selecting 
prioritization methods that best match the specific task (BOX 3). In some cases, little or no prior knowledge is available, 
and in these cases seed genes cannot be readily collected, and only some methods remain applicable (see the main text). 
Step four is the crucial step of assessing whether the selected seed genes, keywords and tools are suitable and whether 
reliable predictions can be expected. Cross-validation makes it possible to assess whether a set of seed genes provides a 
coherent pattern (see the ‘Statistical benchmarking by cross-validation’ section of the main text). It is also advisable to 
create multiple sets of seed genes or keywords covering complementary phenotypic aspects of the disease and to assess 
their performance separately. In step five, the actual prioritization takes place, possibly using multiple tools or multiple 
sets of seed gene or keywords. These results can also be combined hierarchically to obtain a consensus result (see 
‘Carrying out complex strategies’ in the main text). At this stage, an optional step is to perform a quality assessment of the 
global prioritization results to make sure that they are relevant (step six): for example, using functional enrichment (see 
‘Other quality-control methods’ in the main text). Finally, step seven consists of interpreting the results using the 
prioritization tools themselves or other third-party tools to identify relations between candidate genes and known 
disease genes to guide the final the selection of genes for experimental validation. For instance, if a top-ranking gene 
contains variants that are associated with phenotypically related disorders or to relevant traits in animal models, this 
provides strong support for a candidate. Also, confirmed or predicted physical binding between the products of a seed 
gene and a top-ranking candidate will immediately direct the validation experiment.
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Machine learning methods
The design and development 
of algorithms that allow 
computers automatically to 
learn to recognize complex 
patterns in data and to make 
intelligent decisions on the 
basis of such data.

a phenotypically related disease29. For instance, receptor-
interacting serine/threonine protein kinase 1 (RIPK1) 
was proposed as a novel candidate for inflammatory 
diseases through the identification of a protein com-
plex that links RIPK1 with genes that are involved in  
inflammatory diseases29.

The explosion in large-scale ‘omics’ data, such as 
high-throughput sequencing data, has created a pressing 
need for effective gene prioritization tools30. In turn, the 
tools have been developing quickly owing to innovative 
advances in machine learning methods for the integration 
of complex heterogeneous data31–34 and broad public 
availability of omics data. This Review primarily aims 
at helping molecular biologists and geneticists to incor-
porate gene prioritization into their gene discovery pro-
jects. Because gene prioritization tools have become easy 
to use, this article is targeted at biologists rather than 
bioinformaticians, in contrast to more technical reviews 
on gene prioritization35–38. To this end, this article pro-
vides a novel tutorial component that bridges the gap for 
biologists towards adopting prioritization methods. In 
this Review, we discuss key principles of computational 
methods for prioritization, guidelines for assessing the 
results of prioritization and finally some future perspec-
tives for improving gene prioritization and extending its 
scope. Our discussion of how to carry out complex pri-
oritization strategies and of how to assess prioritization 
results addresses two crucial issues for biologists, which 
were covered only marginally in previous reviews. The 
goals of this Review are to allow readers to distinguish 
between the key features of different gene prioritization 
tools, so as to allow selection of a suitable tool for their 
specific purpose, to avoid some pitfalls of such methods 
and to carry out a simple prioritization task in practice 
using some of the available Web applications.

Gene prioritization tools and data sources
Many tools are now available for candidate gene pri-
oritization. However, different tools use different data 
sources (BOX 2) and also compile different relations 
between genes and then combine this information in 
different ways39. Data are highly heterogeneous (for 
example, sequence, expression, PPIs, annotation and 
literature) and lead to various relevant relations that 
can be detected between genes: sequence homology, co-
expression40, PPIs20,41, shared functional annotations or 
co-occurrence in literature abstracts42. No single source 
of data can be expected to capture all relevant relations. 
For example, PPI data cannot capture transcriptional 
regulation, whereas expression data will fail to detect 
many effects of post-transcriptional modifications. Thus 
different data types are complementary and need to be 
merged to provide broader coverage than any single 
data source and to infer stronger relationships through 
the accumulation of evidence. Several general strategies 
are available for this integration, such as creating infor-
mation profiles across different sources and matching 
candidates against those profiles1,2 or using network 
algorithms to capture putative relationships43.

There is now a wealth of gene prioritization tools, 
and their technical details (such as inputs, outputs and 

computational methods) have been reviewed in several 
articles35–38. To help the reader to get acquainted with the 
different tools quickly, in BOX 3 we describe the Gene 
Prioritization Portal35, which hosts links to most of  
the prioritization tools made available over the Web by 
various research groups and which helps users to select 
the right tool for their needs. In the present article, we 
focus on key principles and potential pitfalls for biological  
users rather than on exhaustive technical details.

Approaches for gene prioritization
Selecting a prioritization strategy. The precise prioritiza-
tion strategy is influenced by the set of candidate genes 
and is tailored to the type of biological question that is 
being answered. As an example, from the same list of 
candidates from a cancer genome project on metastasis, 
different researchers might prefer to look for genes that 
are related to vasculogenesis or alternatively to cell–cell 
adhesion processes.

The capacity for downstream experiments is also a 
major consideration. For low-throughput validation and 
functional characterization (for example, in vivo studies),  
prioritization would be stringent so as to result in an out-
put of only a few genes. However, to elucidate a large por-
tion of a pathway or to perform a medium-throughput  
RNAi or genetic interaction screen, tens or hundreds  
of output genes would be more appropriate. The type of  
biology being studied will also influence the number  
of genes, both in the input candidate list and the number of  
prioritized genes undergoing downstream analysis. The 
input candidate list could comprise genes from a single 
locus, multiple loci or lists from omics experiments, or it 
could even comprise an agnostic approach towards can-
didates by prioritizing the whole genome. The number 
of output genes characterized will depend on whether a 
single gene for a monogenic disease is sought or rather 
whether multiple genes could be relevant, such as among a  
set of differentially expressed genes that might underlie  
a particular disease state. Finally, the level of prior knowl-
edge (BOX 2) about the biological process is an impor-
tant consideration. Prioritization strategies for adding 
a novel gene to a well-characterized disease or pathway 
differ from those for which limited or no prior knowl-
edge is available about the molecular basis of the dis-
ease44, because it is difficult to identify enough relevant 
seed genes or keywords. All factors mentioned above  
influence the choice of a suitable prioritization tool.

Gathering candidate genes. Carefully selecting a set 
of genes among which to search for promising candi-
dates greatly influences the quality of the prioritization. 
Candidate genes can be obtained from primary or sec-
ondary data sources (BOX 2). Researchers still tend to 
carry out research by first designing an experiment and 
generating primary data. However, so many secondary 
data are now available that it is often worthwhile first 
to analyse secondary data and to prioritize them, as a 
pilot study for evaluating feasibility, refining the origi-
nal biological question and informing the experiment 
design — or possibly as a way of skipping primary data 
generation entirely.

R E V I E W S

NATURE REVIEWS | GENETICS  ADVANCE ONLINE PUBLICATION | 3

© 2012 Macmillan Publishers Limited. All rights reserved

http://www.esat.kuleuven.be/gpp
http://www.esat.kuleuven.be/gpp


Principal components 
analysis
A statistical method that is 
used to simplify a complex 
data set by transforming a 
series of correlated variables 
into a smaller number of 
uncorrelated variables called 
principal components.

Interologue
A protein–protein interaction 
that is conserved between 
orthologous proteins in 
different species.

Box 2 | Biological data sources

There is a plethora of databases that contain large amounts of relevant gene and protein data, such as sequences, 
molecular functions, roles in pathways and biological processes, expression profiles, regulatory mechanisms, 
interactions with other biomolecules and biomedical literature. Such biological data sources are at the core of 
gene prioritization methods, because prioritization algorithms sift through these data to create a computational 
model of promising candidates. The integration of high-quality biological data sources is necessary, but not 
sufficient, to obtain accurate predictions.

Data standardization and interoperability
Acquiring and merging numerous sources of heterogeneous data present severe technical challenges.  
First, multiple identifiers are available for genes, transcripts and proteins (such as HUGO Gene Nomenclature 
Committee names, Ensembl gene identifiers, Affymetrix probe identifiers or SwissProt identifiers), and  
there is not necessarily a one-to-one relationship between them. Thus, data from different sources will need  
to be appropriately mapped and merged121,122. Moreover, information about diseases, phenotypes and biological 
processes is far from being fully standardized. Ontologies, which can be seen as logically structured  
computer-processable vocabularies, are of great help for computers to retrieve and process complex data sets. 
Relevant examples here include Gene Ontology12, Human Phenotype Ontology123 or Disease Ontology124. Some 
data sets are easily retrievable over the Web in a well-structured format — for example, data that are retrievable 
through the Ensembl BioMart125 — whereas in other cases format might be subject to change over time, or 
identifiers might become obsolete. Furthermore, data sets are not static, and the data underlying gene 
prioritization tools need to be updated regularly. However, because it is difficult for all mapping and merging 
steps to be carried out automatically across numerous data sources, it is still a major challenge for developers of 
gene prioritization tools to update the data underlying their tools frequently. The gradual adoption of semantic 
Web technology114, which aims to improve the interoperability of Web resources, will alleviate such problems 
over time.

Data representation
Different data sources are represented in multiple heterogeneous ways. Indeed, whether the data are presented 
as a matrix of numbers (for example, expression data), as a graph (for example, protein–protein interactions) or as 
lists of terms (for example, keywords extracted from MEDLINE abstracts) will influence the way in which these 
data will be analysed and used for prediction. For instance, sequence data are best analysed using dedicated 
tools, such as BLAST for sequence alignment. Expression data and other vector data can be analysed using basic 
techniques (for example, correlation), as well as more advanced techniques (for example, principal components 
analysis or clustering). For gene and protein networks, which are popular because of their seemingly easy 
interpretation, different and specific strategies have been developed (for example, shortest paths or random 
walks). Last, annotation data are a particular case of vector data and are characterized by the use of ontologies 
(that is, hierarchical relations between concepts). Methods that take into account the structure of ontologies are 
therefore preferred for analysing such data.

Primary and secondary data
An important distinction regarding data sources should be made between primary and secondary data. Primary 
data are data that are specifically generated (typically in-house) to answer a biological question. Such an 
example would be a microarray experiment in which the experimental design is dedicated to answering your 
question. Secondary data are data that are available through public repositories (such as ArrayExpress, Gene 
Expression Ominbus, Ensembl or the UCSC Genome Browser) or through large in-house facilities independently 
of the biological question being asked (and are usually made available by third parties).

Metagenes
The definition of a gene is typically a rather vague concept in gene prioritization methods. Usually, no distinction 
is made between genes and their corresponding proteins or between alternative transcripts or protein isoforms. 
Furthermore, information might be transferred across species through homology (especially orthology) relations. 
So, the genes we refer to are in fact ‘metagenes’, collapsing together the notions of genes and proteins, possibly 
across species. This makes it challenging to collect species- or isoform-specific information in an automated 
fashion or to use such information in prioritization tools. In particular, cross-species data integration raises the 
classical problems of identifying orthologous genes126 and interologue protein–protein interaction gene pairs127 
and of how to transfer functional information accurately across species.

Data and knowledge
The terms data and knowledge are often used indiscriminately, even though they provide useful semantic 
distinctions in terms of levels of abstraction and relevance. As an example, gene expression profiles generate  
raw and normalized data, whereas the fact that gene A is a transcription factor that regulates gene B is a form of 
knowledge. Data are detailed but their meaning is loosely organized, whereas knowledge is highly structured 
and has a clear and usable meaning. Dedicated algorithms must be used on data to detect relevant biological 
signals and thus to extract information. Gene prioritization relies both on those data sources that contain 
knowledge and those that contain data. By doing so, it can make predictions that are accurate (by relying  
on knowledge to suggest potential relationships among well-characterized objects) as well as novel (by  
relying on data to detect unexpected or previously uncharacterized relationships). Note that the 
overrepresentation of well-characterized genes in relationship databases creates a ‘knowledge bias’ because 
those well-characterized genes tend to be favoured over potential novel discoveries (see the main text).
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Alternatively, the entire genome can be prioritized, 
but this can generate large, unmanageable lists of prior-
itized genes. It is also challenging to assess how strong 
the results of the prioritization are (see below). Indeed, 
if genes that are already known to be involved in the 
biological process are not among the top results of 
the genome-wide ranking, it is then difficult to assess 
whether high-ranking genes are false positives or 
not. There has been, however, at least one success for 
Parkinson’s disease. CAESAR was used to prioritize the 
whole human genome; from a mutation screen across 
two of the top ten genes, five variants associated with 
Parkinson’s disease were identified in the South African 
population45.

Prioritization criteria based on keywords or known seed 
genes. The criteria that are used to prioritize a set of can-
didate genes are typically in the form of keywords or 
seed genes. The advantage of keywords is that they are 
easy to formulate and to gather. However, their expres-
sive power is actually lower than would intuitively be 
believed, and if expression of more complex relations is 
needed, keywords quickly result in complex queries or 
long lists of largely irrelevant output genes. Also, key-
words capture only explicit relations, and if an important 
biological aspect is missing (for example, the involve-
ment of some key pathways), this knowledge will not be 
captured by the gene prioritization.

The collection of seed genes is more time consum-
ing, but it is a flexible way to formulate complex que-
ries implicitly, and it can capture aspects of the process 
of which we may not be aware (through the shared  
characteristics of the seed genes).

Selecting keywords or seed genes. Choosing appro-
priate keywords or seed gene lists are not trivial exer-
cises. Poorly informative genes or keywords should be 
avoided. For example, disease biomarkers can be bad 
choices because they are often only indirectly linked to 
the disease and will weaken the homogeneity of the gene 
set. Similarly, general keywords that are weakly associ-
ated to the disease are likely to introduce noise in the 
analysis. The key is to focus on relevant information to 

obtain a consistent functional pattern that will be rec-
ognizable in good candidates. For example, in a study 
of genes that are involved in cancer progression in squa-
mous cell carcinoma, the more specific term ‘squamous 
cell carcinoma’ would be preferable as a keyword to the 
overly broad term ‘cancer’.

Several databases collect phenotypic information 
both about diseases and about their associated genetic 
factors and are thus useful sources of keywords and 
seed genes (reviewed in REF. 46). For instance, Online 
Mendelian Inheritance in Man (OMIM) is a manu-
ally curated knowledge base for genetic disorders 
with Mendelian inheritance47,48. Each OMIM disease 
entry contains a gene–phenotype relationship table 
that can be used to identify the known disease genes 
and a general description that can be used to identify 
relevant keywords. The Genetic Association Database 
(GAD) focuses on association studies of complex dis-
orders49 and can therefore be used to identify causative 
variants. Because they are based on manual curation, 
knowledge bases are sometimes incomplete, and addi-
tional strategies are required to get the latest data. For 
instance, GoPubMed50 mines MEDLINE using bio-
medical ontologies to associate ontological terms and 
genes to the biological process of interest and there-
fore can be used to retrieve both genes and keywords 
from the scientific literature. Also, commercial systems, 
such as Ingenuity Pathway Analysis51,52, MetaCore 
from GeneGo53,54 and the Human Gene Mutation 
Database55,56, contain manually curated disease–gene 
associations that might not be available through public  
databases.

Computational strategies for gene prioritization. 
Prioritization tools typically produce their outputs 
either by filtering the candidate genes into smaller 
subsets or by ranking the candidate genes (FIG. 1; see 
also reviews in REFS 36,37). In light of the properties 
that an ideal gene should fulfil, filtering reduces the 
list of candidates into a smaller list of output genes by 
assessing those criteria using the available data (FIG. 1a). 
For example, TEAM filters genes on the basis of their 
function (from Gene Ontology) as well as their asso-
ciation status (from GWASs)57. Furthermore, Biofilter 
integrates several more databases and includes path-
way annotations and PPIs58. The main limitation of 
such methods is that the strict filtering process does 
not allow for a fine analysis of the candidate set. If a 
relevant gene fails to meet just one of the criteria, it is 
simply filtered out and thus becomes a false negative.

By contrast, ranking methods tackle this limitation 
by ranking candidates from most promising to least 
promising. They can combine multiple viewpoints 
or criteria but avoid the hard thresholding of filter-
ing methods. Ranking methods can roughly be clas-
sified into three categories: text mining59,60, similarity 
profiling and network analysis43,61–63 (FIG. 1b–d). Text 
mining gathers all methods that only rely on the use 
of text data (FIG. 1b). First, a set of keywords or knowl-
edge fragments is used to retrieve a set of documents 
(for example, abstracts) that are relevant to the disease 

Box 3 | Gene Prioritization Portal

The Gene Prioritization Portal is an online resource that is designed to help 
biologists and geneticists to select the prioritization methods that best 
correspond to their needs. It is frequently updated and currently describes 33 
publicly available prioritization tools by the inputs they require (such as genes or 
keywords), the outputs they produce (such as a prioritized list or a gene selection 
through filtering) and the data they use (for example, text-mining data, expression 
data — see BOX 2 for more details)35. A search page can be used to identify the 
best tools for use in different situations, such as prioritizing genes in a 
chromosomal locus from a linkage analysis, prioritizing genes in the absence of 
known disease genes or incorporating user-specific genomic data sets in the 
prioritization. This portal is also a repository of experimental validation studies 
that demonstrate the ability of prioritization methods to identify promising 
candidate genes and therefore to speed up disease gene discovery (see FIGS 2,3 
for two illustrative examples). In addition, recent reviews can be used to determine 
which methods are most suitable36–38.
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under study. Second, the genes mentioned in these 
documents are extracted through information-retrieval 
methods. Third, a statistical assessment of the strength 
of the extracted information is used to score each gene.  
The result is then a combination of already known dis-
ease genes and promising candidate genes for which 
some evidence from the literature already points to a 
link to the biological process or to the disease of interest. 
Systems such as GeneProspector64 and AGeneApart65 
mine MEDLINE to discover known and potentially 
new disease–gene relations. For example, AGeneApart 
has been integrated into the DECIPHER database of 
chromosomal aberrations to support the interpreta-
tion of disease loci in terms of genes that are known 
to be linked to a phenotype on the basis of MEDLINE 
abstracts66.

Although mining the literature is a powerful way 
of identifying promising candidates, it tends to iden-
tify straightforward candidates for which abundant 
knowledge is already available67. By contrast, similarity-
profiling methods integrate both knowledge bases (for 
reliable predictions) and raw data (for novel predic-
tions)1,5 (FIG. 1c). Most of these methods identify the most 
promising candidate genes according to their similar-
ity to the already known seed genes for that disease or 

biological process. For example, they can assess which 
Gene Ontology categories tend to be overrepresented 
among the known genes and can favour candidates that 
belong to these Gene Ontology categories. Likewise, they 
can assess the BLAST scores of candidates against the 
seed genes and can favour candidates that are homolo-
gous to some of the seed genes. Next, the procedure of 
data fusion aggregates the similarity profile scores from 
multiple data sources into a global ranking. Tools such as 
Endeavour1,68 and GeneDistiller10 carry out such strate-
gies and integrate more than six types of genomic data 
from over a dozen data sources. Additionally, data from 
model organisms have become a particularly rich source 
of information for human gene prioritization30, although 
it presents specific challenges of transferring data across 
species (BOX 2). For example, GeneSeeker5 incorpo-
rates mouse expression data to help prioritize human 
genes, whereas ToppGene69 incorporates information 
about phenotypes from mouse mutants. Alternatively, 
Genie provides large-scale cross-species text mining70. 
Recently, GPsy71 proposed a prioritization scheme that 
extends Endeavour to integrate data across species and 
with a flexible weighting scheme, although it is specifi-
cally tailored to a precompiled lists of developmental 
processes.

Figure 1 | Computational strategies for prioritization. Prioritization methods can roughly be classified into a filtering 
strategy (a) and three ranking strategies (b–d). a | Filtering strategy. First, the properties of the ideal candidate gene are 
defined, and filters are created accordingly. These filters are then used to select the most promising genes from the pool 
of candidate genes. b | Text-mining strategy. In the first step, a set of disease-relevant keywords is used to retrieve a 
corpus of disease-relevant documents. This corpus is then mined to identify both already known genes and promising 
candidate genes. c | Similarity profiling and data fusion strategy. Several complementary data sources are considered  
to define the most promising candidates. The similarities between the candidate genes and the known seed genes  
are computed for each data source and are then integrated over all data sources to obtain the final prioritization.  
d | Network-based strategy. The known disease genes are identified in a gene network. Candidate genes are then 
selected on the basis of their distance from the known genes.
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Random walk
A mathematical formalization 
of the path resulting from 
taking successive random 
steps. Classical examples of 
random walks are Brownian 
motion, the fortune of a 
gambler flipping a coin or 
fluctuations of the stock 
market. In the context of 
graphs, a random walk 
typically describes a process in 
which a ‘walker’ moves from 
one node of the graph into 
another with a probability 
proportional to the weight of 
the edge connecting them.

Diffusion kernel
A type of kernel similarity 
matrix that is derived from the 
notion of a random walk on  
a graph. Diffusion kernels 
measure similarity between 
nodes of a graph (in this case, 
between genes) — for example, 
by estimating the average 
length of a random walk from 
one node to the other.

Locus heterogeneity
The appearance of 
phenotypically similar 
characteristics that result from 
mutations at different genetic 
loci. Differences in effect size or 
in replication between studies 
and samples are often ascribed 
to different loci leading to the 
same disease.

Recently, prioritization methods based on net-
work analysis have also become popular25,43,72 (FIG. 1d). 
Network analysis uses strategies that are similar to data 
fusion methods by determining the similarity between 
candidates and known genes, except the data are rep-
resented as networks. Known seed genes are identi-
fied, and candidate genes are scored according to their 
network distance to the known disease genes. Such 
approaches are reviewed in REFS 73,74. For instance, 
GeneWanderer uses random walks or a diffusion kernel 
on a PPI network75, and ToppNet (from the ToppGene 
suite) uses Web and social network methods on a PPI 
network69,76. The network can either be a true PPI net-
work (such as BioGrid77) or an integrative (functional 
linkage) network78 (such as STRING79). Network-based 
prioritization differs from network inference in that the  
goal of the data integration is to identify nodes of  
the network that are relevant to the disease or biological 
process of interest rather than to infer the edges (that 
is, the connections) of the network. It also differs from 
similarity profiling in that it relies on a pre-established 
network across which information is propagated. This 
gives it the advantage of easier interpretability (relation-
ships can be expressed in terms of links in the network) 
but the disadvantage of being limited to those genes that 
belong to the network (for example, BioGrid v3.1.88  
covers only 14,528 unique human proteins).

In BOX 4, we provide a tutorial for using Endeavour 
and GeneWanderer to ‘rediscover’ a known disease–
gene association. In this example, candidate genes from 
a single chromosomal region are prioritized using seed 
genes as prioritization criteria.

Finally, a delicate problem arises when little or no 
prior knowledge is available, which is an interesting 
situation because the potential for discoveries is the 
greatest. In this case, seed genes will be difficult to col-
lect. A first possibility is to rely on methods that do 
not use any prior knowledge about disease phenotype 
and that perform a priori prioritization using sequence 
features80,81 or topological network features only69. 
Another approach is to collect sets of seed genes for 
closely related biological processes or phenotypes and 
to use those for prioritization. Collecting keywords is 
usually easier, but in this situation text-mining strate-
gies will fail owing to the lack of published information. 
Network-based methods offer several interesting pos-
sibilities. For example, relevant protein complexes in a 
PPI network have been identified on the basis of simi-
larities between phenotypic descriptions of known dis-
ease genes and a target phenotype29, and pairs or triplets 
of interacting proteins have been found across multiple 
disease loci2. Furthermore, ranking of candidates can 
also be carried out if signals other than seed genes are 
available. For example, PINTA44 uses differential expres-
sion data to prioritize candidates. Promising candidates 
are the genes for which strong differential expression 
signals — for example, between affected versus healthy 
individuals — are observed in the neighbourhood of 
the candidate. Other signals, such as GWAS association 
scores, could also be propagated in this way across a 
network to prioritize candidates20.

Carrying out complex strategies. Despite most prioritiza-
tion tools relying on similar concepts, using different data 
sources, different prioritization strategies and different 
representations of prior knowledge means that currently 
no method universally dominates36,82. Some methods are 
better suited for the analysis of multiple loci from GWASs 
(for instance, G2D83 and Prioritizer2), whereas others 
are more suitable when no disease genes are known (for 
instance, Candid84 and PolySearch85). It can therefore 
be useful to perform the analysis using multiple tools 
concurrently to maximize the chances of identifying the 
relevant genes (FIG. 2). In that case, each tool generates 
its own prioritization, representing one line of evidence 
that is then combined with the other prioritizations. For 
example, candidate genes for a complex disease are typi-
cally harder to prioritize than for a monogenic disorder, 
but using multiple methods in conjunction can improve 
the quality of the predictions, as shown by several studies 
on type 2 diabetes and obesity86–88.

As a tutorial for using and comparing multiple gene 
prioritization tools, Supplementary information S1 
(table) contains the candidate gene lists and prioritiza-
tion criteria for 42 disease–gene associations, which can 
be used to compare the working of prioritization tools. 
Researchers can simply cut and paste the input data into 
any of the available gene prioritization tools, such as those 
linked through the Gene Prioritization Portal (BOX 3), 
to compare the abilities of these tools to ‘rediscover’  
recently discovered disease–gene associations.

Using a single set of seed genes can be enough to 
study simple monogenic conditions. However, more 
advanced strategies are often required to model disor-
ders that encompass effects across multiple biological 
processes, multiple phenotypes or multiple and distinct 
disease subtypes. For example, if distinct phenotypes are 
linked to the disease (such as a heart anomaly and intel-
lectual disability), a single set of seed genes will prob-
ably be too heterogeneous at the molecular level, and 
therefore predictions will be less accurate. In such a case, 
it is preferable to model each phenotypic aspect sepa-
rately and then to merge the resulting predictions37,89. An 
example is the analysis of a locus on chromosome 6 that 
was associated with congenital heart defects using seven 
models corresponding to seven phenotypes or biological 
processes that are linked to heart development (FIG. 3).

Prioritization tools are increasingly applied to study 
monogenic diseases with locus heterogeneity and oligo-
genic or complex diseases by prioritizing many candi-
dates across several loci for downstream characterization 
(instead of focusing on one locus at a time). For exam-
ple, five prioritization tools were used to analyse 47 
non-overlapping rare copy number variants (CNVs) 
from 255 patients with intellectual disability, resulting 
in 28 novel promising candidate genes90. Because of 
the rapid decrease in sequencing costs, such strategies 
are becoming particularly attractive. Indeed, instead of 
focusing on resolving the disease gene for one disease 
locus at a time, it is becoming feasible to sequence mul-
tiple candidate genes from multiple disease loci simul-
taneously in a panel of patients. This strategy increases 
the likelihood of confirming disease genes and makes it 
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possible to identify entire molecular networks in which  
mutations lead to the disease.

The tools can also be tightly integrated with medium-
throughput screens so that researchers can rapidly cycle 
between experiments and computational analysis. An 
example is the integration of gene prioritization in a 
screen for genetic interactors of the Atonal proneural 
gene in Drosophila melanogaster24. Initially, screening of  
deficiency lines identified 12 loci (containing a total  
of 1,100 candidate genes) that were positively associ-
ated with the phenotype of interest. Prioritization using 
a fly-specific version of Endeavour then selected the 

top 30% of candidate genes for genetic screening, from 
which all 12 causal genes were identified through func-
tional analysis in vivo. In fact, 11 of these 12 genes were 
found in the top 6% of the prioritized candidate gene 
list. Subsequently, analysis of the STRING network for 
the newly identified genes and the seed genes identified 
a dense subnetwork containing most of those genes and 
an additional 66 promising candidates across the whole 
genome. Those candidates could then be used directly to 
plan a second medium-throughput screen. Such strategies 
can substantially speed up experimental work and reduce 
associated costs.

Box 4 | A single-locus, monogenic gene prioritization tutorial

This step-by-step tutorial is based on a study by Ebermann and colleagues128, who reported a novel Usher syndrome gene, 
deafness, autosomal recessive 31 (DFNB31). Usher syndrome combines hearing loss and retinitis pigmentosa (which is a 
disorder of the retina leading to blindness). We mimic the situation in which this disease–gene association is still unknown 
and describe how using Endeavour and GeneWanderer we can rediscover this association. This example is purely 
illustrative because DFBN31 is now an established Usher syndrome gene. Note that information pertaining to the role of 
DFBN31 in Usher syndrome will be contained in some of our data sources; this concept of ‘knowledge contamination’ is 
discussed in the main text and makes our prioritization task easier than in the case of a novel discovery.

Identifying candidate genes
In this example, we consider all genes located on chromosome 9q (where DFBN31 is located) as candidate genes.  
With Endeavour and GeneWanderer, candidates can be defined using chromosome arms, coordinates or cytogenetic 
bands, so there is no need to retrieve the complete list of genes.

Gathering seed genes
A useful starting point is to browse Online Mendelian Inheritance in Man (OMIM) to identify the genes that are already 
associated with Usher syndrome. The query ‘Usher syndrome’ matches 10 OMIM pages that describe what is known 
about the different types of Usher syndrome (those pages are #276900, #605472, #276904, #601067, #276901, #276902, 
#602083, %612632, #606943 and %602097). Each page starts with a table that contains phenotype–gene relationships.  
In total, the 10 tables corresponding to the 10 OMIM pages contain 9 genes (see the table). To mimic searching for 
unknown disease–gene associations, we have excluded DFNB31 (page #611383) from the seed gene list.

The seed gene list can be expanded through a literature search to identify genes with putative links to the disease that 
might not yet be included in OMIM. In PubMed, an advanced query can be built by selecting all publications that contain 
‘Usher syndrome’ in their title and that are also review articles; here, the search input would be: “Usher syndrome” [title] 
review [publication type]. In this case, no extra seed genes are identified in the abstracts of the retrieved articles.

Prioritizing the candidates with Endeavour
Running Endeavour is a four-step process. First, the species has to be selected. In this example, ‘human’ is the appropriate 
selection because the candidates are human genes. Second, the seed genes are provided (see the table in this box) one 
gene at a time. For Homo sapiens genes, Endeavour recognizes official HUGO gene names, so care should be taken to 
avoid unofficial gene name synonyms. Third, the suitable data sources — that differ in the types of relationship data they 
contain — must be selected from the displayed list. For simplicity, all of them can be selected for this example. Fourth, the 
candidate genes are entered using the term ‘chr:9q’; the program then automatically loads the 593 genes from that 
region. The prioritization can then be launched. When the prioritization is complete, the results are presented in a 
coloured ranked table with the most promising genes at the top. The output table includes separate columns of rankings 
according to each of the chosen data sources that were interrogated, in addition to a combined ranking that 
encompasses results from all of the chosen data sources.

Prioritizing the candidates with GeneWanderer
There are four inputs that are required to run 
GeneWanderer. First, the candidate genes are defined 
through chromosomal coordinates. In this case, the 
coordinates of 9q can be used (9, 51274031 and 
140273252). Then the ranking algorithm needs to be 
selected; the default option ‘Random Walk’ can be used as it 
usually returns the best results75. Third, the seed genes need 
to be provided (see the table). Alternatively, users can select 
the disease name from a predefined list. However, in our 
case, ‘Usher syndrome’ is not the list, so we input the genes 
manually. The last option is the network to be used. Once 
again, the default option can be used for this example. 
Similarly to Endeavour, the output table contains the most 
promising genes on top, together with their final scores.

Gene name Gene ID Location

MYO7A 4647 11q13.5

GPR98 (also known as VLGR1) 84059 5q14.3

PDZD7 79955 10q24.31

USH1C 10083 11p15.1

PCDH15 65217 10q21.1

CDH23 64072 10q22.1

USH2A 7399 1q41

CLRN1 7401 3q25.1

USH1G (also known as SANS) 124590 17q25.1
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Multiple testing
A statistical problem that 
arises from carrying out 
multiple hypothesis tests 
together. P values obtained 
from hypothesis tests under 
the assumption of a single  
test must be appropriately 
corrected to reflect multiple 
testing.

Assessment of the prioritization
Experimental benchmarking. Even though some prior-
itization methods return a P value estimate with each 
output gene, these values can be unreliable owing to the 
complexity of the underlying statistical models and some 
multiple testing issues. Evaluating the actual performance 
of gene prioritization methods is challenging. In an ideal 
setting, a large set of prioritizations would be carried out 
using a given tool and then those hypotheses would be 
tested experimentally to determine the proportion of 
false positives and ideally of false negatives as well. So far, 
only a few such studies have been carried out (an example 
is the D. melanogaster screen mentioned in the previous 
section)18,24,91–94. Although such studies clearly show the 
value of gene prioritization, they are aimed at a single 
biological question and thus provide little guidance about 
how the method will perform on a different problem.

Statistical benchmarking by cross-validation. In con-
trast to experimental benchmarking, statistical bench-
marks collect extensive sets of known disease–gene 
associations and evaluate how well a method recovers 
those known associations. An easy and common statis-
tical benchmarking method is called cross-validation95. 
In a cross-validation setup, a proportion of the data is 
used to build a model, whereas the remaining part of 
the data is set aside to evaluate the model. This split is 
repeated multiple times. Cross-validating gene prioriti-
zation tools involves removing a known disease-related 
gene from the seed gene list and instead including it 
in the longer list of random candidate genes for pri-
oritization. This procedure is repeated for each seed 
gene, and the average rank of the seed gene among 
the random genes is computed across all of the runs.  
If the prioritizations rank these genes within the top 

Figure 2 | Exome sequencing and disease network analysis of a single family implicate a mutation in KIF1A  
in hereditary spastic paraparesis. A familial case of hereditary spastic paraparesis (HSP) was analysed through 
whole-exome sequencing and homozygosity mapping99. The four largest homozygous regions between two of  
the three affected brothers were considered to be potential disease loci, containing a total of 44 genes. Because the 
exome-sequencing data provided detailed information on the genetic variants in these genes, the genes were 
considered to be potentially causative if they contained at least one variant meeting each of the following 
characteristics: non-wild-type and homozygous; under purifying selection; not inherited from the parents; not present 
in dbSNP or the 1000 Genomes Project data; and non-synonymous. After this filtering step, 15 candidate genes 
remained. The list was then prioritized using three computational methods (namely, Suspects, ToppGene and 
Endeavour) to assess the robustness of the prioritization results and because those tools use different data sources.  
The prioritization criteria were a list of 11 seed genes that were obtained through a review of the literature and are 
known to be associated with forms of HSP in which mutations lead to the core HSP phenotypic traits (that is, 
progressive lower-extremity spastic weakness, hypertonic urinary bladder disturbance and mild diminution of 
lower-extremity vibration sensation) but not to unrelated traits. The top-ranking gene from the prioritization was 
kinesin family member 1A (KIF1A). Sanger sequencing confirmed that KIF1A is the causative variant: the third affected 
brother was also homozygous at the KIF1A locus (whereas the parents and four unaffected siblings were heterozygous), 
and a homozygous Ala255Val variant was identified in the protein motor region of the encoded KIF1A protein.
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5–15% of random genes, the prioritization has been 
able to capture useful information.

Various cross-validation tests have been performed for 
many hundreds of disease–gene associations for over 100 
disease families, as prioritized by various tools75,96,97. Each 
benchmarking study showed that disease genes rank on 
average within the top 10% of the prioritized list, although 
this value varies according to the settings. However, 
the primary disadvantage of cross-validation is that it 
measures the ability of an algorithm to capture what is 
already known by falsely pretending that it is not known. 
After publication, information on disease–gene asso-
ciations becomes rapidly integrated into resources such  
as MEDLINE, Gene Ontology and KEGG. Because 
such data sources are at the core of the prioritization 
tools and already contain this disease–gene association 
information (so-called ‘knowledge contamination’), the 
retrieval of the test genes is facilitated and hence cross-
validation provides optimistic estimates of the predictive 
power of gene prioritization tools98. However, cross- 
validation remains an assessment of choice because good  
cross-validation performance is a requirement for  
good prioritization, albeit it is not a guarantee.

Other quality-control methods. An alternative assess-
ment for prioritization tool performance is to rerun the 
prioritization using a set of negative control seed genes 
(for example, genes for other unrelated diseases)89,99. If 
top-ranking candidates that are identified using the rele-
vant seed genes also rank highly when using the negative 
control seed genes, this indicates that some systematic 
bias is present and that the results are unreliable.

If the set of candidates is a small subset of the 
genome, another simple technique is to perform prior-
itizations both on the actual set of candidates and on the 
whole genome. When comparing prioritization outputs, 
if the top-ranking candidates from the small subset do 
not rank within the top 5–15% of the whole genome, this 
variability suggests that the prioritization might simply 
not have been able to capture enough information to 
identify any good candidates.

Finally, another option when prioritizing large sets 
of candidates is to check for functional enrichment (for 
example, in Gene Ontology categories) among the top 
candidates in the prioritized list100. The enriched terms 
should match expectations for the biological process or 
phenotype of interest. Because prioritization methods 

Figure 3 | Haploinsufficiency of TAB2 causes congenital heart defects in humans. A locus for congenital heart 
defects (CHDs) is identified on 6q24–q25 through a genotype–phenotype correlation in 12 patients89. The locus was 
prioritized using Endeavour with seven sets of seed genes corresponding to seven relevant aspects of the cardiac 
phenotypes (as defined by experts and with the use of CHDWiki129). The main motivation behind using seven disease 
models is the improvement of the benchmarking performance when compared with using a single large gene set. 
When combined, the seven rankings reveal that TGFβ-activated kinase 1/MAP3K7-binding protein 2 (TAB2) is the most 
promising candidate gene among the 105 candidate genes from this locus. Its role in cardiac development is supported 
by its conserved expression in the developing human and zebrafish heart. Moreover, a family is identified in which a 
balanced translocation that disrupts TAB2 segregates with CHDs. Finally, mutation analysis in 402 patients with CHDs 
reveals two evolutionarily conserved missense mutations. Taken together, the experimental primary data and the 
results of the prioritization firmly establish the role of TAB2 as a disease gene for CHDs.
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involve capturing Gene Ontology information or related 
information, a Gene Ontology enrichment match-
ing expectation is a necessary — but not sufficient —  
indication that the prioritization was successful.

Contextualization and visualization
Because of the complexity of the retrieval, analysis and 
aggregation of heterogeneous data sources, it is difficult to 
dissect the contribution of each nugget of the underlying  
relationship data to the final ranking of a candidate. 
Prioritization tools rarely provide the data that underlie 
the ranking of a candidate, making these tools somewhat 
‘black box’ in nature. This hinders the interpretation of 
the prioritization results and the design of downstream 
functional analysis of promising candidates. Until 
improved ‘explanation support’ becomes available in 
prioritization tools, third-party tools can alleviate this 
difficulty by providing the functional context of the top 
candidate genes, most often in a graphical manner. For 
instance, by querying the STRING protein network79,101 
with the seed genes and the top candidate genes, it is 
possible to visualize a global functional network and 
therefore to understand why these candidate genes are 
considered to be promising. In addition, an enrichment 
analysis of the top candidates can be performed using 
DAVID102 or GSEA103 to detect overrepresented path-
ways and to check whether they make sense with respect 
to the biological process of interest.

Conclusions and future directions
Computational methods for gene prioritization have 
progressed quickly. They now demonstrably contrib-
ute to biological discovery. Their ability to gather and 
to integrate data from multiple sources provides a more 
thorough and less biased global assessment of candidate 
genes than can be manually achieved. Such methods are 
not confined to guiding the discovery of disease genes 
in monogenic Mendelian disorders but are useful when-
ever genes or proteins are to be selected on the basis of 
heterogeneous functional data (for example, selecting  
genes for a genetic interaction screen). The fact that such 
analyses can be carried out quickly using simple tools 
without the need for the direct support of a bioinformat-
ics expert makes them particularly attractive. However, 
many tools are available, and different biological ques-
tions may require using different prioritization tools, 
depending on which data sources are required by the 
user. Rather than being an ‘oracle’ that provides predic-
tions — which a researcher would then simply be left to 
validate experimentally — gene prioritization is increas-
ingly used as a line of evidence that is complementary to 
primary experimental data when showing the association  
of a gene to a disease or a biological process99,104.

Although prioritization methods have greatly 
improved in the past few years, some methodologi-
cal improvements are still necessary. First, our under-
standing of how to perform useful predictions using 
multiple data sources or across biological networks is 
still rudimentary. For example, the principle of guilt by 
association has been called into question as present-
ing important statistical artefacts (such as node degree 

effects or exceptional edges that bias the performance 
assessment)105,106. Methodological work is needed to 
improve data and network quality towards integrative 
predictions and to remove biases in predictive meth-
ods. Second, the field needs to consolidate through 
improved benchmarking efforts. Benchmarks do not 
provide a gold standard in evaluating the performance 
of prioritization methods, thus their quality could be 
considerably improved. There is a need for a large-scale 
community effort — similar in spirit to the CASP107,108, 
BioCreative109,110, CAMDA111,112 or DREAM113 com-
petitions — in which multiple tools can be compared 
across common prospective benchmarks that have been 
designed by the community. These efforts can serve as 
a guide for methodological developments in the field 
by allowing a reasonably objective comparison of tools. 
Also, prioritization methods integrate data from numer-
ous sources with all the resulting challenges of data 
standardization and updates. As such, they will greatly 
benefit from all efforts related to the semantic Web114 
(standardized use of ontologies across databases and of 
automated queries over the Web).

There is also a need for improved reporting of the 
underlying relationships so that all tools can move 
beyond the black-box stage to have greater explanatory 
power. Currently, only prioritization methods based on 
text mining provide easy access to the evidence for the 
prioritization through links to the relevant literature85,115; 
however, the ToppNet tool does provide a network view 
of candidate genes and seed genes, which is a first step 
in this direction. Additionally, methods need to supple-
ment their output rankings with meaningful and reliable 
P values to improve confidence in the results.

Future research directions for prioritization mostly 
focus on broadening its scope beyond the ranking of 
individual genes. A key opportunity is the prioritization 
of genomic variants from next-generation sequencing 
data. Full-genome sequencing of any individual will 
identify on the order of 4,000,000 variants, ~10,000 of 
which are in coding regions. Sequencing projects for 
cancer and other diseases deliver huge lists of genomic 
variants116,117 (such as single-nucleotide variants, inser-
tions and deletions, and rearrangements), but it is 
extremely challenging to assess which variants are causa-
tive for or associated with the phenotype. Although there 
has been considerable progress in filtering variants (see 
the recent Review in this journal118), current methods 
mainly focus on how variants affect sequence properties  
(in particular, evolutionary conservation) and protein 
structure, rather than being based on phenotypic infor-
mation. However, existing gene prioritization tools can-
not handle information at the level of individual variants 
and are thus not directly suitable for this purpose either. 
Nevertheless, many relevant types of biological informa-
tion on genetic variants are available, such as disease-
association scores, whether a variant falls in a locus that 
has been associated to the phenotype in linkage or copy 
number studies or whether a variant affects a gene that 
is potentially implicated with the phenotype. Therefore, 
such integration tasks would be well suited for novel  
prioritization strategies.
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